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SUPERVISED LEARNING



Supervised learning
■ “Supervised learning (SL) is the machine learning task of 

learning a function that maps an input to an output based 
on example input-output pairs. It infers a function 
from labeled training data consisting of a set of training 
examples.” – Wikipedia


■ Most widely used ML techniques in real world applications.


 

https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Map_(mathematics)
https://en.wikipedia.org/wiki/Training_set


Supervised Learning
■ Classification:


➢ Predicting a label/class/category

➢ Ex: spam or not, cancer or not, cat or dog, red wine vs. 

white wine

■ Regression: 


➢ Predicting a (continuous) quantity

➢ Ex: Survival rate, wine quality, yield prediction 
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Example
■ You’re running a company, and you want to 

develop learning algorithms to address each of 
two problems. 


➢ Problem 1: You have a large inventory of identical 
items. You want to predict how many of these items 
will sell over the next 3 months. 


➢ Problem 2: You’d like software to examine individual 
customer accounts, and for each account decide if it 
has been hacked/compromised. 


■ Are they classification or regression?
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Credit: https://www.springboard.com/blog/data-science/regression-vs-classification/

Conversion



Example
■ You’re running a company, and you want to 

develop learning algorithms to address each of 
two problems. 


➢ Problem 1: You have a large inventory of identical 
items. You want to predict how many of these items 
will sell over the next 3 months. 


■ Can we formulate it as a classification problem?
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what is Artificial Intelligence?
Ok, so, like…
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what is Artificial Intelligence
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what is Artificial Intelligence
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what can Artificial Intelligence do

…not everything
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what can Artificial Intelligence do

“Given a thing, tell you a thing."
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what can Artificial Intelligence do

thing thingAI
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■ models map inputs to outputs

what can Artificial Intelligence do

thing thingModel
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models map inputs to outputs

what can Artificial Intelligence do

thing thingModel

functions
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a1
a2
a3
⋯
an

what can Artificial Intelligence do

Model

models are                  functionsℝn → ℝm

b1

b2

b3
⋯
bm
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a1
a2
a3
⋯
an

what can Artificial Intelligence do

Model

models are                  functionsℝn → ℝ2

[0.2
0.8] “No”

“Yes”
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a1
a2
a3
⋯
an

what can Artificial Intelligence do

Model

models are                  functions

[0.5]

ℝn → ℝ1

A value!
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a1
a2
a3
⋯
an

what can Artificial Intelligence do

Model

models are                  functionsℝn → ℝm

b1

b2

b3
⋯
bm
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0
0
1
0
0

what can Artificial Intelligence do

Model

models are                  functionsℝn → ℝm

“one-hot” categorical data!

not cat

not dog

lion

not tiger

not chicken

b1

b2

b3
⋯
bm
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a1
a2
a3
⋯
an

what can Artificial Intelligence do

Model

■ by changing the shapes of input and output, 
models can represent a lot of different problems

we will get to those

b1

b2

b3
⋯
bm
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1. Fixed acidity

2. Volatile acidity

3. Citric acid

4. Residual sugar

5. Chlorides

6. Free sulfur dioxide

7. Total sulfur dioxide

8. Density

9. pH

10. Sulphates

11. Alcohol

12. White/Red

13. Quality
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• Fixed acidity


• Volatile acidity


• Citric acid


• Residual sugar


• Chlorides


• Free sulfur dioxide


• Total sulfur dioxide


• Density


• pH


• Sulphates


• Alcohol


• White/Red

Quality (0-10)
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• Fixed acidity


• Volatile acidity


• Citric acid


• Residual sugar


• Chlorides


• Free sulfur dioxide


• Total sulfur dioxide


• Density


• pH


• Sulphates


• Alcohol


• White/Red

Quality (0-10)Model

Linear Regression
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Fixed acidity

Volatile acidity

Citric acid

Residual sugar

Chlorides

Free sulfur dioxide

Total sulfur dioxide

Density

pH

Sulphates

Alcohol

White/Red

Quality (0-10)Model

Linear Regression
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this model could be a                   function

Fixed acidity

Volatile acidity

Citric acid

Residual sugar

Chlorides

Free sulfur dioxide

Total sulfur dioxide

Density

pH

Sulphates

Alcohol

White/Red

Quality (0-10)Model

ℝ12 → ℝ1

Linear Regression



27

Fixed acidity

Volatile acidity

Citric acid

Residual sugar

Chlorides

Free sulfur dioxide

Total sulfur dioxide

Density

pH

Sulphates

Alcohol

White/Red ■ a feature is a facet of input data

a feature of input data

hint: “this model could be a                   function”ℝ12 → ℝ1

Linear Regression
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Fixed acidity

Volatile acidity

Citric acid

Residual sugar

Chlorides

Free sulfur dioxide

Total sulfur dioxide

Density

pH

Sulphates

Alcohol

White/Red ■ a feature is a facet of input data


■ a sample is a collection of features

a feature of input data

Linear Regression
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Fixed acidity

Volatile acidity

Citric acid

Residual sugar

Chlorides

Free sulfur dioxide

Total sulfur dioxide

Density

pH

Sulphates

Alcohol

White/Red

Quality (0-10)Model

ok, cool, but what’s here

Linear Regression
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STATISTICS!

Acidity

Quality

this model could be a                   functionℝ1 → ℝ1

Linear Regression
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Acidity

Quality
STATISTICS!
Linear Regression
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Acidity

Quality
STATISTICS!
Linear Regression
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yi = mxi + b
Acidity

Quality

“slope” (rotation of the line)

“intercept” (shift of the line)

STATISTICS!
Linear Regression
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Acidity

Quality
STATISTICS!
Linear Regression
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Acidity

Quality
STATISTICS!
Linear Regression
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Acidity

Quality
STATISTICS!
Linear Regression
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Acidity

Quality

■ error is a measure of the “incorrectness” of a line

error

STATISTICS!
Linear Regression
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Acidity

Quality
STATISTICS!
Linear RegressionLinear Regression
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Acidity

Quality

■ sum-of-squared error is a common error metric for linear regression

squared error

RSS = ∑
i

(yi − ̂yi)2

■ sum-of-squared error is also known as “L2 Penalty”

STATISTICS!
Linear Regression
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Acidity

Quality
STATISTICS!
Linear Regression
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Acidity

Quality

Input

Output

Sample

Model

Linear Regression
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What if we have a 
high-dimensional 

vector for samples?

Linear Regression
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Hyperplanes!
(details are about the same)

yi = m0wi + m1xi + . . . + b

Linear Regression
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Quality (0-10)

• Fixed acidity


• Volatile acidity


• Citric acid


• Residual sugar


• Chlorides


• Free sulfur dioxide


• Total sulfur dioxide


• Density


• pH


• Sulphates


• Alcohol
• Red or White
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• Fixed acidity


• Volatile acidity


• Citric acid


• Residual sugar


• Chlorides


• Free sulfur dioxide


• Total sulfur dioxide


• Density


• pH


• Sulphates


• Alcohol

White or Red

Logistic Regression
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• Fixed acidity


• Volatile acidity


• Citric acid


• Residual sugar


• Chlorides


• Free sulfur dioxide


• Total sulfur dioxide


• Density


• pH


• Sulphates


• Alcohol

White or Red

how do we turn this into numbers?

Logistic Regression
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White = 0
Red = 1

a possible solution…

■ categorical label outputs are named “classes”

a class

Logistic Regression
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Red

Acidity

White

Logistic Regression
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Red

Acidity

White

Logistic Regression
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not super great

Red

Acidity

White

Logistic Regression
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■ logistic functions are a good way of making predictions on binary/categorical data

logistic functions!

■ sum-of-squared error is still a common error metric for logistic regression

yi =
L

1 + e−k(xi−x0)

max!

min!steepness!

Red

Acidity

White

But what if we have 
more than two classes 

for output?

Logistic Regression
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RedWhite Champagne

pair them up!

Logistic Regression



Red
White White

Champagne
Red
Champagne

Logistic Regression



Red
White White

Champagne
Red
Champagne

Logistic Regression



Red
White White

Champagne
Red
Champagne

Logistic Regression



Red
White White

Champagne
Red
Champagne

Logistic Regression



Red
White White

Champagne
Red
Champagne

more pairs 
voted for white!

Its White!

■ One-vs-one multiclass classification uses the most “voted for” class among paired models

Logistic Regression



Red
White White

Champagne
Red
Champagne

Logistic Regression



White Red Champagne
Red Champagne Champagne White WhiteRed

Logistic Regression



White Red Champagne
Red Champagne Champagne White WhiteRed

pick the answer with 
highest probability

■ One-vs-all multiclass classification uses the most highest probability paring result among all combinations

Logistic Regression
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Ok. Time for doing stuff.


