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Unsupervised Learning

Clustering
Dimension reduction
ChatGPT



Clustering: Google news

Giant panda gives birth to rare twin cubs at Japan's ‘
oldest zoo Y ‘
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« Giant panda gives birth to twin cubs at Japan's oldest zoo
CBS News -« / hours aqo

« Giant panda gives birth to twin cubs at Tokyo's Ueno Zoo

WHBL News « 16 hours a Jo

« A Joyful Surprise at Japan's Oldest Zoo: The Birth of Twin

« Twin Panda Cubs Born at Tokyo's Ueno Zoo

PEOPLE - 6 hours ago

= View Full Coverage

Credit: Andrew Ng, Machine Learning


https://www.coursera.org/learn/machine-learning/home/week/1

k-means
clustering

how do we find
these clusters?
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Fashion

clusters can tell us about the relationship of data

...even if they are unlabeled! —3 unsupervised learning!



k-means
clustering

Comfort

b

pick a K-number of clusters

2. randomly pick a series of
“centroids”

3. assign each particle to the

centroid closest to it
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k-means
clustering

b

Comfort

pick a K-number of clusters
randomly pick a series of
“centroids”

assign each particle to the
centroid closest to it

move the centroid to the
weighted geometric center of
samples assigned to it
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k-means
clustering

b

Comfort

pick a K-number of clusters
randomly pick a series of
“centroids”

assign each particle to the
centroid closest to it

move the centroid to the
weighted geometric center of
samples assigned to it

Repeat 3-4 until centroids
stop moving!

%0 o
0 O
O O

k=6

Fashion



k-means
clustering

b

Comfort

pick a K-number of clusters
randomly pick a series of
“centroids”

assign each particle to the
centroid closest to it

move the centroid to the
weighted geometric center of
samples assigned to it

Repeat 3-4 until centroids
stop moving!
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k-means
clustering

b

Comfort

pick a K-number of clusters
randomly pick a series of
“centroids”

assign each particle to the
centroid closest to it

move the centroid to the
weighted geometric center of
samples assigned to it

Repeat 3-4 until centroids
stop moving!
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Do we always get
back the same

clusters?
Nope. And that’s OK.



Do we always get back the same clusters?
Nope. And that’s OK.

B K-means is an indeterministic algorithm—it has built-in randomness



Unsupervised Learning

Clustering
Dimension reduction
ChatGPT
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Principle Component Analysis
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Principle Component Analysis

“ComfortFashion”
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Principle Component Analysis

w-_ The projection of the point A
A’ onto the line gets the point
A,



Principle Component Analysis

“ComfortFashion”

Comfort O O O O O
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Principle Component Analysis

“ComfortFashion”
M
-

less dimensions,
easier to work
with!

how to pick a good

line? \

S

B Dby projecting the samples down to a smaller dimension, they are easier to work with.



Principle Component Analysis
how to pick a good line?
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Principle Component Analysis

how to pick a good line?
Comfort

“mushed”
variation not captured

Fashion

B a good “projection” captures the variation in the data



Principle Component Analysis

how to pick a good line?
Comfort

But, can we
formalize it?

Fashion i

principle component analysis

® Find a good line (basis) that

maximizes variation
® Project samples down




So you’ve undoubtedly heard about
ChatGPT...

How ChatGPT Works



How ChatGPT Works

Training ChatGPT
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Training ChatGPT

Artificial

Intelligence

Machine
Learning

Deep /
Learning We’re here!

=

e ChatGPT's goal: Generating new, human-like text for
conversations




Training ChatGPT: The Beginning

e ChatGPT's goal: Generating new, human-like text for
conversations

GPT

“Generative Pretrained Transformers”

e |Large Language Model (LLM)

e Next-Token Prediction

24



Large language models

Q Large

Large training dataset

° General purpose

&
° Pre-trained and fine-tuned

Large number of parameters

Commonality of human languages

Resource restriction

25



Training ChatGPT: The Beginning

[Text input] —> GPT —> [Next word]
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INNING

The Beg

Training ChatGPT

[N ext wo rd]
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Training ChatGPT: The Beginning

0.84

. 0.05
0.03

0.02

This one!
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Predicting Next Word

o] - (e ]
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Predicting Next Word

e Now we repeat and generate more text!

[“Hi, how” | —p —» [“are”]
{

(‘are”

U

vy

e

1
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Predicting Next Word

e Now we repeat and generate more text!

“Hi, how are”| —p GPT

> [you]

)

“you”

by
T K




Predicting Next Word

e Now we repeat and generate more text!

E‘Hi, how areyou” | —p GPT —> [“tOday?”]

‘““today?”
8,8

4
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Predicting Next Word

e Now we repeat and generate more text!

—» “Hi, how are you today?”

33



Already a powerful tool. But...



“What is the highest

mountain range?”

GPT

“The highest mountain

— range is the Himalayas.”

—»

—»

“A. Himalayas; B. K2; C. ...”

“Do you know?”
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Training ChatGPT from GPT: Fine-tuning

e Reinforcement learning from human feedback (RLHF)

Step 1

Collect demonstration data
and train a supervised policy.

A promptis r™

led f ~
sampledirom our Explain reinforcement

prom pt dataset. learning to a 6 year old.

A labeler
demonstrates the
desired output

behavior We give treats and

This data is used to
fine-tune GPT-3.5
with supervised
learning.

punishments to teach...

Step 2

Collect comparison data and
train a reward model.

A prompt and r}
.
several model Eimiiret
xplain reinforcement
OUtpUtS are learning to a 6 year old.
sampled.
'"":;’_":‘i’;;imh:m Explain rewards...
agent is...
In rgne We giye?eats and
learning... punn:::g::ts to
2 T 7
A labeler ranks the
outputs from best
to worst. Q>Q>O>G
RM
This data is used AR
. @ <] ( J
to train our W
reward model.
0-0-0-0

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is o
sSam pled from Write a story
the dataset. about otters.
v
The PPO model is .
initialized from the ./)?.7\\.
supervised policy. W

The policy generates
an output.

The reward model .RM.
calculates a reward ./)?f\\.
for the output. A% S
The reward is used +
to update the r

k

policy using PPO.

CREDIT: https://openai.com/blog/chatgpt
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“What is the highest

mountain range?”

“The highest mountain
range is the Himalayas.”
Fine-tuning ChatGPT
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Step 1

Collect demonstration data
and train a supervised policy.

A promptis r™

led f ~
sampledirom our Explain reinforcement

prom pt dataset. learning to a 6 year old.

;

A labeler @
demonstrates the

desired output | V4
belavion Pxiiar i o beach

SFT

.0

This data is used to LN,
fine-tune GPT-3.5 Y
with supervised V4
learning. @ @ @

Step 2

Collect comparison data and
train a reward model.

A prompt and i

x_/
several model Eimiiret
xplain reinforcement

OUtpUtS are learning to a 6 year old.
sampled.

o o

In reinforcement Explain rewards...
learning, the
agent is...

@ D)

In machine We give treats and
learning... punishments te
teach...

-

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

Training ChatGPT: Specialisation

e Reinforcement learning from human feedback (RLHF)

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is o
sSam pled from Write a story
the dataset. about otters.
v
The PPO model is .
initialized from the ./)?.7\\.
supervised policy. W

The policy generates
an output.

The reward model .RM.
calculates a reward ./)?f\\.
for the output. A% S
The reward is used +
to update the r

k

policy using PPO.

CREDIT: https://openai.com/blog/chatgpt
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“What is the highest

mountain range?”

GPT

“The highest mountain ~_ /
— range is the Himalayas.”

Human labeling

—» "A. Himalayas; B. K2; C. . X

39



“The highest mountain
range is the Himalayas.”

“A. Himalayas; B. K2; C. .”

“What is the highest

mountain range?”

| Teacher
Model

v
X

40



Step 1

Collect demonstration data
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

™
x./
Explain reinforcement

learning to a 6 year old.

;

&

4

We give treats and

punishments to teach...

Step 2

Collect comparison data and

train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks the
outputs fross

This data is used
to train our
reward model.

~
L

Explain reinforcement
learning to a 6 year old.

(A o

In reinforcement Explain rewards...

learning, the
agent is...

o D)

In machine We give treats and
learning... punishments te

teach...

Training ChatGPT: Specialisation

e Reinforcement learning from human feedback (RLHF)

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

e reward is used
to update the
policy using PPO.

CREDIT: https://openai.com/blog/chatgpt

A=

Write a story
about otters.
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“What is the highest

mountain range?”

« Reward Signal ~
| ¢

“The highest mountain range is the Teacher
Himalayas.” Model
“A. Himalayas, B. K2, C...” T

“What is the highest mountain range?”
(Teacher also knows original prompt)

X

42



Training ChatGPT

e Pretrained large language models + fine-tuning = ChatGPT.

“What is the highest

mountain range?”

. v
«— R ]

“The highest mountain range is the Teacher
Himalayas.” — Model
“A. Himalayas, B. K2, C...” T

“What is the highest mountain range?”
(Teacher also knows original prompt)
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How ChatGPT Works

Training ChatGPT
Using ChatGPT

24



ChatGPT

e Importantly, ChatGPT’s primary goal is to generate as
human-like text as possible.

e [he model is probabilistic.
e I|tis by no means guaranteed to be correct.

e |t provides good starting points, but verify!
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Some Warnings

1. Don’t take what it says for granted! Always fact check its information.
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Steven A. Schwartz told a judge considering sanctions that the episode had been
“deeply embarrassing.” Jefferson Siegel for The New York Times
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Some Warnings

1. Don’t take what it says for granted! Always fact check its information.

2. Your conversations are part of its learning process. Data privacy rules apply; be careful!

https://openai.com/policies/privacy-policy
1. Personal information we collect

We collect personal information relating to you (“Personal Information”) as follows:

Personal Information You Provide: We collect Personal Information if you create an
account to use our Services or communicate with us as follows:

e Account Information: When you create an account with us, we will collect information
associated with your account, including your name, contact information, account

credentials, payment card information, and transaction history, (collectively, “Account
Information”).

e User Content: When you use our Services, we collect Personal Information that is

included in the input, file uploads, or feedback that you provide to our Services
(“Content”).

47



Some Warnings

1. Don’t take what it says for granted! Always fact check its information.
2. Your conversations are part of its learning process. Data privacy rules apply; be careful!

3. ChatGPT is a neutral tool. It falls on you to ensure your uses are ethical and sanctioned.
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Some Warnings

1. Don’t take what it says for granted! Always fact check its information.
2. Your conversations are part of its learning process. Data privacy rules apply; be careful!

3. ChatGPT is a neutral tool. It falls on you to ensure your uses are ethical and sanctioned.

e Give specific instructions to the bot
o Make sure you leave little to no room for error!

e Treat the responses like suggestions, not facts
o It's good at a lot of things, but not great at one particular thing
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